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Environmental System Science:
Iterative approach used to advance 
predictive understanding of 
terrestrial environments (“MODEX”) 

Understanding complex biological, environmental and climatic systems 
across vast spatial and temporal scales 

Biological and Environmental Research

ESS = TES + SBR Research Programs
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Watershed Function and Dynamics:
Mechanistic and Multiscale 
Understanding of Integrated System
Response to Perturbations

Understanding complex biological, environmental and climatic systems 
across vast spatial and temporal scales 

Biological and Environmental Research

DOE Energy and Environmental Mission

Climate

Contaminant
Loading

Land 
Use/Cover

Cascading
Extremes
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Subsurface Biogeochemical Research (SBR) Program
Watershed System Science for Energy

Scientific Understanding Enables U.S. Water and Energy Security

Addressing DOE and National Needs in:
• Contaminant management
• Clean water availability
• Safe storage of energy and nuclear 

byproducts in the subsurface
• Nutrient availability for sustainable 

biofuel crops
• Recovery of subsurface energy 

resources

Advancing a mechanistic 
understanding of contaminant fate and 
transport that extends from plume to 

watershed scales.



SBR Research SFAs at DOE Watershed Testbeds

ORNL SFA – Mercury Hydro-
Biogeochemistry
• East Fork Poplar Creek, 

Oak Ridge – Hg
• Discovered genes for Hg 

methylation
https://www.esd.ornl.gov/programs/rsfa/
index.shtml

PNNL SFA – Groundwater/ 
Surface Water Interactions
• Columbia River, Hanford Site 

– U, Cr
• 2016 R&D 100 Award for 

Real-Time 4D subsurface 
imaging

https://sbrsfa.pnnl.gov/

LBNL SFA – Watershed Function
• Colorado River headwaters –

heavy metals from mine 
tailings

• 2017 R&D 100 Award for 
CrunchFlow code

http://watershed.lbl.gov/

https://www.esd.ornl.gov/programs/rsfa/index.shtml
https://sbrsfa.pnnl.gov/
http://watershed.lbl.gov/


SBR Research SFAs at DOE Watershed Testbeds

ANL SFA - Wetland 
Hydro-Biogeochemistry
• Steeds Pond, Savannah 

River Site – U
https://www.anl.gov/bio/project/
subsurface-biogeochemical-
research

LLNL SFA – Actinide 
Biogeochemistry
• Nevada Test Site, Hanford 

Savannah River – Pu & Np
https://seaborg.llnl.gov/research-
environmental-radiochemistry.php

SLAC SFA – Groundwater 
Quality
• Riverton, Rifle, Naturita 

along the Colorado River –
UMTRA Sites

https://www-ssrl.slac.stanford.edu//sfa/

https://www.anl.gov/bio/project/subsurface-biogeochemical-research
https://seaborg.llnl.gov/research-environmental-radiochemistry.php
https://www-ssrl.slac.stanford.edu/sfa/
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Integrated Multi-scale, Multi-sector Modeling (IM3) SFA

Energy and Water Systems Dynamics, from watershed to regional scale

Watershed Scale Regional Scale

Runoff
RiverWare

VIC CLM/VIC

GCAM

ReEDS

PLEXOS

BEND

Climate 
Scenarios

Land Use / Land 
Cover Change 

Scenarios

Socioeconomic 
& Population 

Scenarios
Energy System 

Scenarios

MOSART-WM

CERF

Watershed ABM Regional ABM

Forcing/Scenarios



Software 
Productivity for 
Extreme-Scale 

ScienceMethodologies 
for Software
Productivity

Use Cases: 
Terrestrial 
Modeling

Extreme-Scale 
Scientific Software 
Development Kit 

(xSDK)

Building a Community Computational Infrastructure

ASCR/BER
Building advanced 
community-based  
watershed system 
models using modern 
software engineering 
tools and methodologies 
that leverage DOE’s 
Exascale Computational 
Investments

Data Management HPC model development

Visualization 
Tools

Connecting Across Programs and Agencies



Inputs to Strategic Directions for SBR
BER Workshops and Reports

CESD
Integrated

Water Cycle

BERAC 
Virtual Lab

Broader Community: BES, ASCR, EM, LM, NSF, USGS

SBR
Building Virtual 

Ecosystems

SBR
Complex 
Systems

CESD
Strategic

Plan

2008 2009 2010 2012 2012 2015 2015

BSSD
Carbon
Cycle

BER
Mol. Sci.

Challenges

LBNL
Complex Soil

Systems

ASCR
Software

\Productivity

2014 2014 2015 2015

BES
Basic Research 
Needs for EM

ISMC
Int. Soil 

Modeling 
Consortium

SOIL
MODELING

Int. Conf.
Austin, TX



Challenges: Complexity and Fragmentation





Integrative Modeling Experiments
 Multi-model hierarchies to address a wide range of user 

needs for predicting the regional integrated water cycle

o Limitations on predictive skill and 
predictability in the space and time scales 
of the end use applications

o Critical trade-offs among model resolution, 
complexity, and fidelity for decision making

o Reconcile predictions from completely 
different representations of the underlying 
system dynamics 

o Quantify uncertainty across a hierarchy 
of models with different complexities

Grid-based 
representation

Subbasin-based 
representation 

1o

0.5o

0.25o

0.125o



Opportunities/Need  for Interagency Collaborations



DOE ESS and ASCR Workshops catalyzed a
collaborative project on Software Productivity

Software 
Productivity for 
Extreme-Scale 

Science
Methodologies 

for Software
Productivity

Use Cases: 
Terrestrial 
Modeling

Extreme-Scale 
Scientific Software 
Development Kit 

(xSDK)
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Building Virtual Ecosystems:  Computational Challenges for 
Mechanistic Modeling of Terrestrial Environments 

The Challenges:

• Complexity: seek to understand and predict the structure and function of 
complex terrestrial environments across vast spatial and temporal scales

• Fragmentation: Require a more seamless modeling framework.

• Disruptive Hardware: legacy codes built to run on computers composed of 
single-processors will not run efficiently on heterogeneous computer 
architectures of the near future (HPC to PC).

Workshop Scope: 
• Develop design requirements, principles for governance and a phased 

approach for building a community modeling framework to advance a 
mechanistic, multiscale and multiphysics understanding of complex 
terrestrial environments extending from plants to plots to watersheds and 
beyond…

BERAC February 2015 



Department of Energy  •  Office of Science  •  Biological and Environmental Research17

Typical GCM / ESM scales
(1°x1°) ≈ 100km

EXAMPLE Multiscale-Multiphysics System: Arctic Tundra

1 km100 m

10 m

10 km

100 km

~1 m

Site scale
(<1 m resolution)

a.f.

e. d. c.

b.

Landscape scales (100 m to 10 km)

“Alaska scale”

Models + Data (Obs/Exp) => Predictive Understanding

BERAC February 2015 
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Integrated Software Ecosystem
Multiscale-Multiphysics Framework: Modular, interoperable, 

extensible, agile and easy to use across platforms (HPC to PC)

“Workflow”

Computer
Science:
-Software Eng.
-Applied Math
-Libraries
-Couplers
-Etc…

Domain
Science:
Systems:
-Plants
-Crops
-Watersheds
-River Basins
-iH2O Cycle
-Etc…

Processes:
PhyChmBio

BERAC February 2015 
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Integrated Software Ecosystem:
A Computer Science Grand Challenge

BERAC February 2015 
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Building Virtual Ecosystems: 
Virtual Plant-Soil System  Virtual Plot  Virtual Watershed

BERAC February 2015 
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Building Virtual Ecosystems: 
Virtual Plant-Soil System  Virtual Plot  Virtual Watershed

BERAC February 2015 
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Integrated Software Ecosystem 
Building Virtual Ecosystems: Plants to Plots to Watersheds and Beyond…

BERAC February 2015 



Building Cyberinfrastructures for…
2012 2014 2015 2015



ESS Cyberinfrastructure Working Groups
Kickoff (First annual meeting) on Monday April 25, 2016 - Potomac, MD

Established an Executive Committee
Deb Agarwal, Xingyuan Chen, Paul Hanson, 
Forrest Hoffman, Margaret Torn,
David Moulton (Chair), Eric Pierce, 
Dean Williams, Roelof Versteeg, 
StanWullschleger

Established Three Working Groups
 Data Management
 Model-Data Integration
 Software Engineering and Interoperability

Reporting on Working Group Task Status
 Informal reporting to S.C. (PMs) and E.C. (PIs)
 Annual reporting at ESS PI Meeting
 WGs dissolved when task complete!

Followed recommendations of the workshop report and feedback 
from 2015 AGU Town Hall

The proposed Working Group on Community Governance will have initial work will 
pursued by the Executive Committee



ESS Executive Committee Workshop 
on Data Infrastructure 

Motivation:
 "the innovation most needed is a framework that 

allows seamless integration of multiscale 
observations, experiments, theory, and process 
understanding into predictive models for 
knowledge discovery" (BERAC 2013)

 Exponential growth in the amount, variety and 
complexity of scientific data 

 Significant fragmentation across projects and 
disciplines still remains

 A need for a data center that would be a 
foundational part of a community 
cyberinfrastructure 

http://science.energy.gov/~/media/ber/pdf/workshop%20reports/Towards_a_Shared_ESS_Cyberinfrastructure.pdf

Workshop: August 29-30, 2016; Germantown, MD
Organizers: Jay Hnilo (CESD) and David Moulton (LANL, EC – Chair)
Participants: 10 participants representing Executive Committee, 7 DOE PMs

http://science.energy.gov/%7E/media/ber/pdf/workshop%20reports/Towards_a_Shared_ESS_Cyberinfrastructure.pdf


Challenge
Preserve, expand access to, and improve usability of critical data generated through DOE-sponsored 
research of terrestrial and subsurface ecosystems

ESS-DIVE: A New Data Archive for Earth and Environmental 
Science Data

Department of Energy  •  Office of Science  •  Biological and Environmental Research

Approach and Results
• Environmental System Science - Data Infrastructure 

for a Virtual Ecosystem (ESS-DIVE) available for 
archiving of data as of April 2018

• Leverage emerging digital library technologies and 
data standards

• Data citation using Digital Object Identifiers (DOI)
• Engage the community in the design of the archive
• Incentivize data providers to contribute well-

structured, high-quality data
• Transition legacy DOE data into the new archive

Reference: D. Agarwal, C. Varadharajan, et al., IN12B-06 Environmental System Science Data Infrastructure for a Virtual Ecosystem (ESS-
DIVE) - A New U.S. DOE Data Archive, Presented at American Geophysical Union Fall Meeting 2017.

Participants: 
• Lawrence Berkeley National Laboratory (LBNL)
• National Energy Research Scientific Computing 

Center (NERSC) 
• National Center for Ecological Analysis and 

Synthesis (NCEAS)

Significance and Impact
• Enables the scientific community to archive and 

publish critical environmental science data
• Users will be able to find and obtain data generated by 

ESS researchers in usable formats

BERAC – Spring 2018

http://ess-dive.lbl.gov

http://ess-dive.lbl.gov/


ESS Community Cyberinfrastructure and the Virtual Laboratory 

Reconciling different view points and emphasis into requirements for a new data center 
and a phased approach to community-based cyberinfrastructure development.



SBR Goal: Advance a Mechanistic and Multiscale Understanding of 
Watershed System Structure, Function and Evolution

Building Community Infrastructure 
Frameworks: Modular, Interoperable, 
Extensible;  Data Management; Workflows

Software 
Productivity for 
Extreme-Scale 

ScienceMethodologies 
for Software
Productivity

Use Cases: 
Terrestrial 
Modeling

Extreme-Scale 
Scientific Software 
Development Kit 

(xSDK)

ASCR/BER: Software Productivity

Disturbed & Managed Watersheds (SFAs-IDEAS)

LBNL SFA – U. Colorado R. Basin, Climate Impacts
PNNL SFA – Columbia R. Basin, Hanford Reach-U
ORNL SFA –East Fork Poplar Creek-TN, Hg Cycling
ANL SFA – Molecular BGC: U,Hg,Fe, S,C+microbes
SLAC SFA – Molecular BGC: U, C, Fe, S+microbes
LLNL SFA – Pu-Actinide BGC, Nevada Test Site
IDEAS UC1 – BGC Cycling, E. River Watershed, CO
IDEAS UC2 – Arctic Permafrost Dynamics
IDEAS UC3 – Integrated Hydrology, CONUS



IDEAS Use cases: Multiscale, multiphysics
representation of watershed dynamics

 Use Case 1: Hydrological and biogeochemical 
cycling in the Colorado River System

 Use Case 2: Thermal hydrology and carbon 
cycling in tundra at the Barrow Observatory

 Use Case 3: Hydrologic, land surface, and 
atmospheric process coupling over CONUS

 Leverage & complement SBR, TES programs:
 LBNL and PNNL SFAs

 NGEE Arctic and Tropics

 Approach:
 Leverage existing open source apps 

 Improve software development practices

 Targeted refactoring of interfaces, data structures, 
and key components to facilitate interoperability

 Modernize management of multiphysics integration 
and multiscale coupling

29



Resources for software productivity & sustainability—
key element of overall scientific productivity

Modern 
learning theory:

Build from 
knowledge base: 
Elaboration and 
models

Vast body of SE 
content from broad 
community

Learn, adapt, 
adopt, assimilate

Develop

Package
• ‘What Is’ Document
• ‘How To’ Document
• Slides
• Policies

Deploy
• Use case teams
• ideas-productivity.org
• Conferences & publications 
• Tutorials (ATPESC, SC)
• Webinars
• PI Meetings
• xSDK 

Best Practices
Content Lifecycle

Write Comment

Synthesize
Discuss

Identify Topic

Impact:
Better: Science, portability, robustness, composability
Faster: Execution, development, dissemination
Cheaper: Fewer staff hours and lines of code 

CSE17 Tutorial:  CSE Collaboration 
through Software: Improving 
Software Productivity & Sustainability

• Why Effective Software Practices Are 
Essential for CSE Projects

• An Introduction to Software Licensing
• Better (Small) Scientific Software Teams
• Improving Reproducibility through Better 

Software Practices
• Testing of HPC Scientific Software

CSE17 content available via 
https://ideas-productivity.org/events

Transitioning summer 2017 to:

https://bssw.io new web-based hub for collaborative content development & delivery

• What Is CSE Software Productivity?
• What Is Software Configuration?
• How to Configure Software
• What Is Performance Portability?
• How to Enable Performance Portability
• What Are Software Testing Practices?
• How to Add and Improve Testing in a 

CSE Software Project

• What Is Good Documentation?
• How to Write Good 

Documentation
• What Are Interoperable 

Software Libraries? 
• What Is Version Control?
• How to Do Version Control 

with Git

What Is and HowTo docs: brief sketches of best practices

30

[More topics under development]

Approach: Collaborate with the community to curate, create, & disseminate software methodologies, processes, 
and tools that lead to improved scientific software

https://ideas-productivity.org/events
https://bssw.io/


xSDK release 0.2.0:  Packages can be readily used 
in combination by multiphysics, multiscale apps 

Alquimia hypre

Trilinos

PETSc

SuperLU

More 
contribute
d librariesMore 

contributed 
domain 

components

HDF5

BLAS

More 
external 
software

Multiphysics Application C

Application A Application B

Libraries
• Solvers, etc.
• Interoperabl

e

Frameworks & tools
• Doc generators.
• Test, build framework.

Extreme-Scale Scientific Software Development Kit (xSDK)

SW engineering
• Productivity tools.
• Models, processes.

Domain components
• Reacting flow, etc.
• Reusable.

xSDK functionality, 
April 2017

Tested on key machines 
at ALCF, NERSC, 
OLCF, also Linux, Mac 
OS X

Notation:
A      B:
A can use B to provide 
functionality on behalf of A

PFLOTRAN

Ref: xSDK Foundations: Toward an Extreme-scale Scientific Software Development Kit, Bartlett et al, Feb 2017, 
https://arxiv.org/abs/1702.08425, to appear in Supercomputing Frontiers and Innovations.

31
https://xsdk.info

https://arxiv.org/abs/1702.08425


Watershed Modeling Ecosystem
32

BER applications (blue boxes) and their present usage of xSDK domain 
components (brown boxes) and numerical libraries (green boxes).  The xSDK
presently includes domain components Alquimia (biogeochemistry interface) 
and PFLOTRAN (subsurface flow) and the numerical libraries hypre, PETSc, 
SuperLU, and Trilinos. CLM, Chombo, and SUNDIALS (hashed colors) are 
targeted for later inclusion.

Trilinos PETSc

hypre
SuperLU

Chombo

PFLOTRAN CrunchFlow

CLM 4.5

CLM

Alquimia

CLM 3.x
CLM 5.x?

Amanzi/ATS ParFlow

SUNDIALS



 Software library: a high-quality, encapsulated, documented, tested, 
and multiuse software collection that provides functionality 
commonly needed by application developers
 Organized for the purpose of being reused by independent (sub)programs
 User needs to know only

 Library interface (not internal details)
 When and how to use library functionality appropriately 

 Key advantages of software libraries
 Contain complexity, leverage developer expertise
 Provide access to efficient implementations of powerful algorithms
 Reduce application coding effort, enhance collaboration 

 References: 
 https://en.wikipedia.org/wiki/Library_(computing)
 What are Interoperable Software Libraries?  Introducing the xSDK 

Software libraries help promote modularity

https://en.wikipedia.org/wiki/Library_(computing)
https://ideas-productivity.org/wordpress/wp-content/uploads/2016/12/IDEAS-InteroperabilityWhatAreInteroperableSoftwareLibraries-V0.2.pdf


Software libraries are not enough

“The way you get programmer productivity is by 
eliminating lines of code you have to write.”
– Steve Jobs, Apple World Wide Developers Conference, Closing Keynote, 1997

 Well-designed libraries provide critical functionality … But 
alone are not sufficient to address all aspects of next-
generation scientific simulation and analysis.

 Applications need to use software packages in combination 
on ever evolving architectures

http://www.youtube.com/watch?v=3LEXae1j6EY#t=41m26s


Classic vs Ecosystem Approaches

 Classic application development approach:
 App developers write most code
 Source code considered private
 Make occasional use of libraries, but only those “baked into” the OS
 Perceived low risk, but there are challenges (e.g., portability, maintenance)

 Ecosystem-based application development approach:
 App developers use composition, write glue code & unique functionality
 Source code includes substantial 3rd party packages
 Risks (if 3rd party code is poor): 

 Dependent on portability of 3rd party code
 Upgrades of 3rd party package can be disruptive (interface changes, regressions)

 Opportunities (if 3rd party code is good):
 3rd party improvements and new capabilities are yours (for free!)
 Portability to new architectures is seamless

 Ecosystem imperative: High quality is essential, more affordable
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Interagency 
Coordination
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Scale-
Aware
Models

Integrated Water Prediction Across Scales & Communities:
Shallow & Wide (operational) + Deep & Narrow (research)

Modular
Extensible
Frameworks

Data

NOAA-NWC: forecasting

USDA: agriculture

EPA: water quality 

USGS: ops. + research

DOE: Watershed Function
Deep HPC Expertise
Deep Process Understanding: 

>Mechanistic: Phys+Chem+Bio
Well Characterized “Test Beds”

But incomplete….
>Local test beds with specific focus
>Missing system components
>Need data from external sources

Research + Operations = Win-Win

Other Agencies…..
NSF: research + work force

Community
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Predictive Understanding of 
Watershed Function and Dynamics

 How do subsystem 
processes aggregate 
to yield a cumulative 
watershed response? 

 Which, where and 
when do fine-scale 
biogeochemical 
processes 
significantly influence 
watershed behavior?

 How do extreme 
events propagate 
along lateral  
gradients?

Resources: 
SFAs in critical testbeds, 

deep hydro-
biogeochemical expertise, 
modern computational & 

data tools

..to enable new 
Scientific 
Insights 

..at scales and 
with accuracy to 

inform
BER-relevant IAV
 Water-energy
 Sustainable 

bioenergy
 Watershed-basin 

responses to 
extreme events –
droughts, floods, 
fires

 Contaminant 
transport

..to advance 
Broader  

BER Goals

 Next generation 
watershed 
science and 
scale-adaptive 
models to 
underpin 
solutions to 
Nation’s 
environmental 
challenges. 

 Bridge ESS
 Inform ACME 

development

Near Term Step to Advance BER Goals: National Water Model 
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Predictive Understanding of 
Watershed Function and Dynamics

 How do subsystem 
processes aggregate 
to yield a cumulative 
watershed response? 

 Which, where and 
when do fine-scale 
biogeochemical 
processes 
significantly influence 
watershed behavior?

 How do extreme 
events propagate 
along lateral  
gradients?

Resources: 
SFAs in critical testbeds, 

deep hydro-
biogeochemical expertise, 
modern computational & 

data tools

..to enable new 
Scientific 
Insights 

..at scales and 
with accuracy to 

inform
BER-relevant IAV
 Water-energy
 Sustainable 

bioenergy
 Watershed-basin 

responses to 
extreme events –
droughts, floods, 
fires

 Contaminant 
transport

..to advance 
Broader  

BER Goals

 Next generation 
watershed 
science and 
scale-adaptive 
models to 
underpin 
solutions to 
Nation’s 
environmental 
challenges. 

 Bridge ESS
 Inform ACME 

development

Longer Term: => Seamless Weather-Climate Terrestrial Prediction Framework
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Interagency Coordination – Lots of Activity
• National Academy of Science

– Terrestrial Modeling Discussion => Tom Torgersen

• SWAQ
– Terrestrial Modeling Survey/Discussion => Don Cline

• USGCRP
– Integrated Water Cycle Working Group => Jennifer Arrigo-Salem

• Coordination with National Water Model Development
– Community Advisory Committee for Water Prediction
– Still Exploring Modes of Potential Collaboration => Webinars

• ICEMM
– Information Exchange is Useful, but….Should Bias Towards Action
– Start with Data Management Challenges
– Set the Bar Low to Enable Success: Focus on Shared Needs and Synergistic 

Capabilities

• DOE-ESS  PI Mtg and Cyberinfrastructure Working Groups (April 30-May 2)
– Community-Based Collaborative Design Challenge (Stanford Design School)
– Stakeholders: Dwane Young (EPA), Susan Brantley (PSU, NSF-CZOs), ….
– Building Community Test Beds for Modeling Watershed Systems 
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Last Thoughts….
• There are Many Important Technical Challenges, But the Most 

Significant Challenges are Social

• Overcoming Fragmentation
– Enabling diverse communities to overcome fragmentation between the various 

data sets, modeling components and tools that are required to advance a 
predictive, mechanistic and multiscale understanding of integrated terrestrial 
system structure, function and evolution

• Developing Sustainable Business Models
– Developing a sustainable business model that promotes cooperation, 

coordination, collaboration and competition between individuals, groups, 
institutions, agencies and the private sector, with the goal of accelerating the 
scientific enterprise by leveraging synergies and encouraging and rewarding 
innovation.

• Overcoming Social Challenges Requires a Common Cause, Purpose 
or Belief to Motivate Collective Action
– “Doing Together What Would be Difficult or Impossible to Do Alone” -

Accelerating Scientific Productivity and Building National Capabilities for 
Research and Operations



Thank You!

Questions?



Department of Energy  •  Office of Science  •  Biological and Environmental Research43

EXTRA SLIDES



Terrestrial Modeling Survey 
Department of Energy (DOE)

SWAQ Agencies

April 19th SWAQ Meeting



Mission and Capabilities – DOE
• The mission of the Energy Department is to ensure America’s security and prosperity by addressing its energy, environmental 

and nuclear challenges through transformative science and technology solutions. (https://www.energy.gov/mission)

• What role does terrestrial modeling play in meeting your mission?
• Watershed System Science for Energy

• Goal: To advance a robust, predictive understanding of how watersheds function as integrated hydro-biogeochemical systems and how these systems 
respond to perturbations, such as: changes in weather patterns, extremes, land use, water management, vegetation cover, snowmelt timing and 
contaminant release

• Impact: Integrated watershed system approach is critical for designing cost-effective remediation strategies, safe storage of energy and nuclear 
byproducts in the subsurface, predicting watershed resilience to floods, droughts, heat waves and compounding extremes, and for developing and 
managing renewable energy resources such as hydropower and bioenergy feedstocks

• Enabling Capability: Integrated watershed system approach underpins terrestrial ecosystem science programs focused on carbon cycle dynamics and 
ecosystem feedbacks to climate, and provides watershed modeling capabilities for multi-sector dynamics models of coupled human-natural systems.

• Convergence of Top-Down and Bottom-Up Approaches: Watershed modeling components/capabilities (e.g., gw-sw interaction) are being coupled to 
regional and global Earth system models, and ESM land modeling components (e.g., dynamic vegetation) are being coupled to watershed models.

• Multi-Sector Dynamics – e.g., Coupled Dynamics of Water-Energy-Land Systems
• Systems and sectoral interactions:  “How do natural environments and built environments interact and how are they interdependent across sectors, 

systems, and temporal and spatial scales?”
• Influences, stressors, and disturbances:  “What combination of factors and influences, both natural and human, contribute most significantly to sub-

regional, regional, and transregional landscape evolutions, including settlement and infrastructure expansions and type?”
• Dynamics and tipping points:  “What characteristics of combined built and natural landscapes lead to instabilities and/or resilience when subject to 

extreme events and/or rapid transitions?”
• Regional and Global Earth System and Climate Modeling: Atmosphere-LAND-Oceans-Ice-Humans

• Goal: Enhance Earth system prediction capability on seasonal to multi-decadal time scales to inform the development of resilient U.S. energy strategies
• Water Cycle: “How do the hydrological cycle and water resources interact with the climate system on local to global scales?”
• Biogeochemistry: “How do biogeochemical cycles interact with global climate change?”
• Cryosphere-Ocean: “How do rapid changes in cryosphere-ocean systems interact with the climate system?”



Challenges and Future Plans - DOE
• In the context of terrestrial modeling, what challenges do you face in reaching your objectives?

• Enabling diverse communities to overcome fragmentation between the various data sets, modeling 
components and tools that are required to advance a predictive, mechanistic and multiscale understanding of 
integrated terrestrial system structure, function and evolution

• Developing a sustainable business model that promotes cooperation, coordination, collaboration and 
competition between individuals, groups, institutions, agencies and the private sector, with the goal of 
accelerating the scientific enterprise by leveraging synergies and encouraging and rewarding innovation

• What are your future plans to advance your terrestrial modeling goals and overcome challenges?
• Multi-tiered and Phased Approach

• Establish a long-term vision (e.g., strategic plan), which is supported by shorter-term actions that are driven by specific 
science questions and use-cases

• Encourage DOE supported communities to organize in bottom-up efforts to more efficiently develop and share capabilities 
across projects, programs, disciplines and agencies => working groups

• Engage in interagency working groups, as well as bilateral and multilateral partnerships, to identify common needs and 
advance shared capabilities

• Build multiscale terrestrial modeling capabilities, extending from local to global scales, that leverage DOE’s 
HPC expertise. Modeling components designed to be modular, extensible, interoperable and portable across 
different platforms (HPC to PCs)

• Support model-driven experimentation and observational campaigns across scales (“ModEx”): Build long-
term, integrated research activities which benefit from the capabilities at the National Laboratories in 
managing innovative team-based projects and supplement that expertise with focused activities and 
expertise from the academic research community.

• Working to coordinate DOE watershed and terrestrial modeling development efforts with National Water 
Model development. DOE has significant HPC expertise and interest in the development of community 
testbeds



Challenges and Future Plans – DOE (backup slide)
• DOE’s Climate and Environmental Science Division’s new strategic plan is framed by 

the following five scientific grand challenges:
• Integrated Water Cycle: To advance understanding of the integrated water cycle by studying relevant processes 

involving the atmospheric, terrestrial, oceanic, and human system components and their interactions and 
feedbacks across local, regional and global scales, thereby improving the predictability of the water cycle and 
reducing associated uncertainties in response to short- and long-term perturbations.

• Biogeochemistry: To advance a robust predictive understanding of coupled biogeochemical processes and cycles 
across spatial and temporal scales, by investigating natural and anthropogenic interactions and feedbacks, and 
associated uncertainties, within Earth and environmental systems.

• High Latitudes: To understand and quantify the drivers, interactions, and feedbacks both among the high-latitude 
components and between the high latitudes and the global system, in order to reduce uncertainties and improve 
predictive understanding of high latitude systems and their global impacts.

• Drivers and Responses in the Earth System: To advance next-generation understanding of the drivers of the Earth 
system and their effects on the integrated Earth-energy-human system. 

• Data-Model Integration Scientific Grand Challenge: To develop a broad range of interconnected infrastructure 
capabilities and tools that support the integration and management of models, experiments, and data across a 
hierarchy of scales and complexity to address CESD scientific grand challenges. 
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Integrated Software “Ecosystem”

• Software structure and function conforms to system structure and function
• Common framework to integrate top-down and bottom-up developments

 Scientists can work in parallel across a range of scales and 
processes

• Enables iterative approach to understanding system structure and 
function (e.g., How much detail is necessary?)
 Improved parameterizations and unit testing

• Increased agility and ease of use => more robust UQ
• Refactoring of legacy codes into interoperable modules using multiple 

languages, libraries and computing platforms
 Provides framework for collaboration (e.g., across agencies)
 Requires co-development: domain scientists & computer scientists 

• Common set of tools for science and decision support
 Open source community codes and templates freely available

for Mechanistic Modeling of Terrestrial Environments
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Overarching Questions
• How can we best harness the “power” of the community and 

maintain an open architecture and governance?
• Is it feasible and worthwhile to develop an Integrated Software 

“Ecosystem” for mechanistic modeling of terrestrial environments?
 Perceived trade-offs between: general utility vs. specific application

• What have we learned from previous efforts along these lines?

• “Business Models” and Governance: How do we best support code 
development in an Integrated Software Ecosystem?
 National Laboratories, Universities, Other Agencies, ISVs…
 Forums for domain scientists and computer scientists => “templates”

• How can we develop a “phased approach” to model and tool 
development based on specific and compelling use cases
 Coupled Processes: Physical  Chemical  Biological
 Spatial and Temporal Scales: Fine  Intermediate  Coarse
 Systems: Plants  Crops Watersheds  Basins  Continents
 Data Sets: Heterogeneous and Multiscale (complex, but not “big”…)

• Potential applications and connections: Field Research Sites – e.g., 
NGEE Arctic/Tropics,  ARM-SGP, CZOs, Bioenergy Crops; ACME-ESMs;
Interagency Collaborations….
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