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Rex Sanders

Looks good overall.  Thanks for your work and your groups' work.  I'm coming to this party very late for several reasons.  Mostly big-picture comments, not details…..

Don't bite off too much for SDLC Version 1.  Leave many of the details to develop later, possibly as separate documents.

The SDLC model has many USGS policy implications, so the model should get USGS management review and approval.

The SDLC model should be published as a citable USGS publication.  This will improve reuse, review, and buy-in from external cooperators and funders.

The SDLC model should be specifically compared and contrasted to other non-USGS SDLC models, to help support the adoption of our model, improve the context in which this model operates, and ease the transition of new employees and cooperators who might be familiar with the other models. This C&C should go into the USGS publication.

Is this model prescriptive or suggestive?  Inclusive or exclusive?  In other words, if a specific standard, technology, or process is mentioned, shall everyone in USGS use that and nothing else?  Are the specifics cited just examples?  Please clarify intentions here, this will reduce confusion.

One counter-example:  A Best Practice might be that most SDLC steps are handled by a dedicated DM group within a science center or program, rather than individual PIs.  Some of the best-curated data in our science center comes from the 1970s and 1980s when we had a dedicated DM group.


Dave Blodgett

This is a really impressive piece of work. All in all a great look of the scientific data life cycle cast in the mold of the USGS.  Just a few comments/critiques.

In the top level of organization, I think of data discovery and evaluation as super key and potentially time consuming components of acquisition. I'm not sure the "process" and "analyze" steps are separate. As we move toward an increasingly service oriented data infrastructure the way these steps look in the project life cycle will change. As we transition to a more service oriented data infrastructure, the quality assurance "evaluation" will take place before data acquisition. We have services (like map services) that allow people to ask their own questions of data prior to acquiring it. We will also have services that complete most "processing" as a component of data acquisition. In the end, these components are quite grey and over defining them (which I think they are now) is to the detriment of the model. Consider "Data Discovery", "Data Retrieval", "Scientific Analysis".

Why isn't ISO metadata considered? National and International partners are migrating to this standard. It represents the highest-level abstraction available for metadata and tooling is being developed to support interdisciplinary sharing of information based on ISO. The best resource I know of for this is: https://geo-ide.noaa.gov/wiki/

There needs to be some explanatory material preceding all these "model component matrices" to assist people in interpreting the content in them. I am not really sure what I should be taking away from them.

The feedback loops could be explained better and illustrated. There are a few very prominent ones that maybe should be pulled out? Metadata creation and improvement, data access evaluation and interpretation...
Maybe an opportunity to talk about and recognize the difference between newly collected data and historical or modeled data being made available for comparison or other purposes. It dawns on me that there are some feedback loops going on that could help to frame this issue. ie. newly collected data goes through an initial cycle then that data is drawn upon and put through a similar cycle by a subsequent study or project. 

I'm not sure that drawing on already curated data (from web services or otherwise) has to be all that different from drawing on newly collected data. Obviously, publication is not a concern with already curated/published data, but the steps a person goes through when ingesting that data are not too dissimilar. Theoretically ancillary "transformed" or "value/knowledge added" products need to be published similarly to publication of "new" data. However, you are right that the progression of historical data access to publication of a data product is fundamentally different from the progression of original data collection to publication of data products. 

At the end of the day, the actionable thing here in regards to description of the data life cycle is to call out some of these issues so people can see where what they are doing fits into the model and to contextualize some of this a bit more clearly. Be careful not to drown out the point with description though... I really like that the model you have on the wiki is direct. It is still approachable in terms of reading it without a lot of investment.
[Process and Analyze separate] I think the take home is that the way they are described doesn't do the job of indicating how different they are in the minds of the people putting together the documentation. My mind jumped right to "discovery" and "evaluation" as major components that are actually more important than "process". Just food for thought for the documentation, not necessarily pushing real change in anything. Maybe framing the discussion in terms of granularity of items in the documentation and making sure things are clearly presented with appropriate emphasis and backing details?

It is clear that people process data in order to change its structure without changing its content. They then do something like run the data through a model or some other advanced transformation in order to gain some sort of insight into what the data, in combination with other data, means.


Sally Holl

Getting data via web services is quite different than the basic research 'new data' path, and is probably not represented in the model.  IMHO Data available via web services are (should be) at the maturity level where they are already Preserved (archived with documentation) and suitable for Sharing (fully QA'd, reviewed and approved for release, and documented (including metadata and provenance for acquired outside data)).  That is where all the data should end up if the life cycle activities are managed well. 

It's probably important to be specific about the type of web service. Data manipulated or created by an end user through a web processing service wouldn't be preserved with documentation yet, for example. Web map, coverage or feature services would fit the maturity level you're describing here.

I'm not sure the "process" and "analyze" steps are separate.
 
I think process and analyze are definitely separate: Process = a data manager or statistician or geographer or end user using a web processing service slices and dices the data in the different ways; Analyze = scientist interprets the slices and dices. We have a lot of DIY'ers at the USGS who do both, but they are separate steps.
No worries about combining them; I was just replying to Dave's comment. 

In general, I think it's important to separate them to justify hiring data managers (case in point: Eric Anderson's data processing challenges he talked about in the CDI monthly meeting talk in December. He has to do a lot of processing before he can actually do any analysis but to stay up to date on the latest and greatest technologies for processing data is a challenge and perhaps best done by a professional 'data manager'/IT type person who gets paid to stay on top of that sort of thing.)


Peter Schwietzer

My biggest fear is that we'll shoot ourselves in the foot by making data management into a big complex monster that nobody wants to deal with.  If we can instead focus on a series of short do's and don'ts, motivated by real examples and explained in practical terms, then we may be able to get the point across to people who aren't already on our side.

This is the long form of my previous admonition "don't turn data management into C&A".


Pete Ruhl

QC/QA needs to be more emphasized.  Add QA/QC as another cross-cutter.


Shawn Dadisman

We need good repositories where we can publish data to make it more usable and integrated, and to get the associated metadata harvested.


Glenn Guempel

Asked why the FGDC metadata spec is used rather than the North American Profile and ISO.  Thought we should add this in addition to the FGDC.


Steve Tessler

Suggests moving the component definitions for Documentation/Metadata and Backup & Secure to the top of the Component Definitions list.


Vivian Hutchison

Suggests that there be a note in each component to point to metadata.


Fran Lightsom

Suggests locating the Describe (Metadata, Documentation) and Backup & Secure cross cutting arrows above the model.
Define the “Plan” stage as an activity and include getting resources.


Ray Obuch

Metadata creation should be earlier in the process.
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